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net to another computer (running MAX/MSP and Supercollider) in

charge of generating sound, but also capable of sending commands

back to the control PC to modify in real time the shape and dynamic

of the laser spot.

3 INSTALLATION SETUP

The system can be easily configured on a table (as was done for

’Sticky Light’ - see Fig.6), or function on a vertical surface such as

a wall or a white board for people to doodle freely. Alternatively,

the installation can be site-specific (and used for real time augmen-

tation of sculptures or architectural landscape). Also intriguing is

the possibility of augmenting stage performances in real time (for

instance by projecting the laser over the floor or even over dancer’s

clothes or tattooed skin - Fig. 7). When using the system on a table,

the laser power can be less than half a milliwatt - half the power

of a not very powerful laser pointer - and does not supposes any

hazard. More powerful, multicolored lasers can be used to augment

(visually and with sound) facades of buildings tens of meters away.

Figure 6: scoreLight in ’table’ configuration

4 CONCLUSION

We have presented here an experimental device capable of gener-

ating rich sound (synchronized with moving light) from the shape

of drawings or from the edges of three dimensional objects. It is

too early to decide whether ”scoreLight” can be effectively ex-

ploited as a musical instrument (in the vein of ’reacTable’ for in-

stance), but we believe that the platform is interesting per se: with

a few strokes, anyone can produce enjoyable, hypnotic rhythms

of light and sound. For video demos, check here: www.k2.t.u-
tokyo.ac.jp/perception/scoreLight
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Figure 7: scoreLight can augment clothes with light and sound
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record groove...    

...free hand drawing,  
edges of everyday objects

x10000

The metaphor: a human size optical pickup head
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Multiple “optical heads”: 
each spot can be an instrument 
string or a musical track

hierarchy in the spot interaction 
(one spot can modulate the 

sound parameters of another)
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Bouba/Kiki Effect 
(first described by 
German-American 
psychologist Wolfgang 
Köhler in 1929).

Artificial synesthesia ?

...to harness the power of a pure graphical language
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of course we are not the first and certainly not the last to try this...

Oscar Fischinger sound scrolls (circa 1930)

Variophone (Evgeny 
Sholpo in 1930)

Golan Levin “Scrapple” (2005)

reacTable (modular synthesizers)
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Line-surface-noise (2008)

(in collaboration with Philippe Chatelain)

• people as “scratches” over a vinyl...

• sweeping laser line over Philippe’s 
paintings (rotating)

Problem: difficult if not impossible to create an usable mapping 
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    * Pitch controlled by the inclination of the lines: rotation = transposition 
    * Pitch is continuously modulated by the curvature of the lines: kiki/bouba effect
    * Corner detection: discrete sounds.
    * Bouncing on lines: percussion, rythms
    * Interaction between spots and intermodulation: effects control

scoreLight basic image-to-sound mapping
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Bouncing mode 
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Low level sound mapping for granular synthesis

(Daito Manabe)
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Feedback on the pick-up dynamics...
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Working principle

(originally 
used for 
gesture 

tracking)
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• no camera, no image processing 
• sample rate: 50 to 500Hz -> granular synthesis!
• perfect image registration by construction
• markerless tracking up to 3m/s
• miniaturization possible (MEMS)
• can write alphanumeric data back (useful for controllers)

Main features of the “smart laser projector”:
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scoreLight table configurations
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top:

smart laser 
projector

bottom:

synthesizer , 
speakers and 

subwoofer 
(haptic 

feedback!)
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Spatialized sound configurations

• introduces “extrinsics” position 
parameters of the drawings in 2d...
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...information encoded in a 2d 
manifold with arbitrary 3d shape

information 
encoded on a flat 
surface...

• height code for octaves
• slanting a plane score 
generates inversions

... but what about 3d extrinsics?
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sculpting sound as pottery
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Suprematist Relief-Sculpture
Jean Pougny (1915)

Kazimir Malevich’s 
“Architektons” (ca. 1920),

... towards complex sonic sculptures (partially interactive)
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 ... or for a performance: wearing the score?

motion on stage 
can modulate the 

sound encoded on 
a printed pattern
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Multilayered tracks 

...similar to multilevel 
recording on a DVD
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Summarizing

... but can this be really used 
as a “musical instrument”?

We are working on this...

• artificial synesthesia
• Real time interaction 
• Very rich information 
• Fast sampling (500Hz)
• compact (size of a barcode scanner)
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• right balance between control and 
randomness
• low and high level sound mapping 
• track and controllers spots
• dance performance

synesthesia very much along the lines of Golan Levin’s works in
the field [3, 4]. In particular, it can be seen as the reverse (in a
procedural sense) of the interacting scheme of ”Pitchpaint” [3], in
which the speed and direction of a curve continuously being drawn
on a screen is controlled by to the pitch and volume of the sound
(usually voice) captured by a microphone nearby. It has to be noted
that the purity of the laser light and the fluidity of the motion makes
for an unique aesthetic experience that cannot be reproduced by the
classic camera/projector setup. The installation can also be easily
scaled up: by just using a more powerful laser, it would be possi-
ble to run it over buildings tens or hundred of meters away - and
then ”read aloud” the texture of city (this would be a multimodal
extension of works such as [7]).

1.1 Modes of interaction (work in in progress)

The preferred mode of operation in this preliminary work is contour
following. In this mode, the drawing as a whole acts as a multi-
track sound sequencer. Each connected component of the drawing
controls a particular sound track. Depending on the mode of op-
eration (that can be different for each light spot), the drawing can
also function as a patch for the generation of complex sounds, or
even for modulating sounds produced by figures nearby. Of course,
sequences/patches can be recorded and reused in the form of draw-
ings - on stickers for instance. Sound is modulated in the following
ways:

• Pitch is controlled by the inclination of the lines. This gen-
erates a melody, whose tempo is determined by the length of
the contour; rotating the drawing will transpose the melody to
a higher/lower pitch.

• Pitch is continuously modulated as a function of curvature
of the lines. This mode of operation enables one to hear
the smoothness of the figure (then artificially reproducing the
’kiki/bouba’ effect [2]).

• Extreme curvature indicates corners and spikes; these can be
easily detected to trigger pre-recorded sounds (percussion,
glitches, etc) - Fig. 3.

Figure 3: Periodic glitches are produced by a zig-zag

Other modes of operation include:

• Bouncing on lines (with or without artificial gravity - Fig. 4).
This may be useful to create a rhythmic base (from a spot
repetitively bouncing between lines), or to create instead ran-
dom pitches (very much like in the ”Hanenbow ” mode of
Toshio Iwai’s ”Elekroplanton” [5]).

• Interaction between spots and intermodulation. Relative dis-
tance between the spots can affect the sounds produced by
each other (frequencies can become closer with distance, so
as to produce audible intermodulation).

It may be interesting to ’hear’ any kind of drawing; however, if one
is to use scoreLight as a musical instrument, presumably more con-

Figure 4: laser spot bouncing on physical contours

trol can be obtained by reusing interesting drawings and rearrang-
ing them on the scanned surface. Recording those scores/patches
is inherently graphical here: for instance, stickers can be used as
the support for interesting sound loops and effects (very much like
in the ’reacTable’ interface [9]). These can be arranged relatively
to each other, their relative distance mutually affecting their sounds
(for instance, the drawing on a sticker could be used to modulate
the volume of the sound produced by another sticker).

Figure 5: In contour following, tempo is given by the perimeter of
the drawing; in bouncing mode, tempo is a semi-random function
of the area.

2 TECHNICAL STATEMENT

The piece is based upon a 3d tracking technology developped by
one of the authors in 2004 called the ”smart laser scanner” [10].
The system uses a laser diode, a pair of steering mirrors, and a sin-
gle non-imaging photodetector. The laser beam is able to follow
contours in the very same way a blind person would use a white
cane to stick to a guidance route on the street. The hardware is
very unique: since there is no camera nor projector (with pixellated
sensors or light sources), tracking as well as motion is extremely
smooth and fluid. Moreover, several laser spots can be generated
and controlled by a unique scanning head. The scanned material
does not need to be black and white nor a flat figure; it can be
virtually anything (a colorful tissue, a moving volume). What it’s
needed is that the scanned object presents enough contrast for the
spot to know its whereabouts, allowing it to follow or bounce on
contours. Presently, the scanner head is fitted with one red and one
green laser (the red being used both for scanning and for drawing,
while the green laser is only used for drawing). In the near future,
we plan to integrate a ’white’ laser capable of reproducing the full
visible spectrum (it could be interesting to change the wavelength
according to the pitch of the sound). Data collected by the scan-
ner is pre-processed on a PC, and immediately used for steering the
laser(s) spot(s) over the figure, depending on the mode of interac-
tion. Simultaneously, the information is sent via OSC over Ether-

• create paintings/sculptures that 
also read as a musical score

As a musical instrument (interaction):

As a non-interactive piece:

Current and future work
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Very large installations

• interactive games
• augmented architectures, logos, etc
• read the city landscape as musical 
score

G.R.L

“Laserinne” in 
collaboration with 
Jussi Angesleva
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Hussein 
Chalayan (laser 
fashion)

...technologica
l update of 
Rebecca Horn 
“Pencil Mask”?

(*)  ongoing collaboration with Danielle Wilde, Jussi Angesleva and Alexis Zerroug

HaptiKat 
(2008)

Haptic Radar 
(2006)

Reversing the interaction metaphor: light arrays (*):

...body worn laser heads explore the space surrounding the wearer
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Thank you!
www.k2.t.u-tokyo.ac.jp/perception/scoreLight/
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